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The suprathreshold tonotopic organization of rat and guinea pig au-
ditory cortex was investigated using intrinsic signal optical imaging
through a thinned skull. Optical imaging revealed that suprathreshold
pure sine wave tone stimulation (25-80 dB) evoked activity over large
cortical areas that were tonotopically organized. Three-dimensional
surface plots of the activated areas revealed "patchy" auditory-evoked
activity consisting of numerous local peaks and valleys building to a
maximum. Subsequent detailed electrophysiological mapping in the
same subjects confirmed the localization of auditory-evoked activity
based on optical imaging, including responses to a test frequency at
cortical loci more than 2 octaves away from the threshold-defined
isofrequency contour. The success of this technique in visualizing au-
ditory cortex functional organization at suprathreshold stimulus levels
will allow for future investigations of auditory cortex frequency rep-
resentation, including representational plasticity induced by a variety
of experimental manipulations.

According to the classic description of the auditory cortex,
acoustic frequency is represented spatially. Threshold-based
isofrequency contours, that is, theoretical lines drawn to con-
nect recording loci of neurons with similar threshold-deter-
mined characteristic frequencies, are aligned across the cor-
tical surface in a systematic progression of frequency, forming
the tonotopic (frequency) map (Merzenich et al., 1975; Imig
et al., 1977). However, since animals behave in suprathreshold
auditory environments, it is important to investigate the func-
tional organization of auditory cortex to suprathreshold stim-
uli, and characterize any differences between threshold-based
descriptions and suprathreshold descriptions of the function-
al auditory cortex organization.

Recent investigations into the functional organization of
the auditory cortex have begun to challenge the functional
auditory cortex organization based only on threshold-level
stimuli. First, as stimulus intensity increases, auditory cortex
neuronal bandwidth also increases (Phillips and Irvine, 1981;
Phillips et al., 1985; Schreiner and Mendelson, 1990); conse-
quently, it is difficult to predict the range of suprathreshold
stimulus frequencies to which a neuron will respond based
on the value of its threshold characteristic frequency. Second,
many neurons have nonmonotonic intensity/bandwidth func-
tions, and neuronal bandwidth varies with location within the
isofrequency contour (Phillips and Irvine, 1981; Phillips et al.,
1985; Schreiner and Mendelson, 1990; Schreiner and Sutter,
1992); thus, concluding which neurons will respond within '
the frequency representation to suprathreshold stimuli is not
straightforward. Third, because neurons with monotonic stim-
ulus/intensity rate functions are segregated from neurons
with nonmonotonic functions in auditory cortex, activity de-
velops in patches rather than relatively uniformly along the
isofrequency contour (Heil et al., 1994; Phillips et al., 1994).
An unresolved important issue is the extent to which supra-
threshold stimuli evoke activity across the frequency repre-
sentation, that is, along the cortical surface orthogonal to the
isofrequency contours. Finally, the distribution and size of
these patches vary with intensity as continued increases in

stimulus intensity begin to inhibit more nonmonotonic cells
(Phillips et al., 1994). Together, these findings lead to the in-
ability to accurately predict the spatial distribution of supra-
threshold auditory cortex neuronal activation.

Previous descriptions of the spatial organization of fre-
quency responses in auditory cortex were obtained using
electrophysiological mapping: recording the stimulus-evoked
neuronal response at tens to hundreds of cortical loci se-
quentially in order to extrapolate a profile of response char-
acteristics across the entire auditory cortex. We chose to ap-
ply a new, but complementary, approach to the study of au-
ditory cortex organization: in vivo optical imaging of intrinsic
signals. Intrinsic signals are sensory-evoked changes in light
reflectance related, directly and indirectly, to spiking neurons
(Grinvald et al., 1986; Frostig et al., 1990). Advantages of op-
tical imaging include (1) the ability to visualize the functional
organization of a very large area of sensory cortex (e.g., with
our camera/lens combination, >32 mm2) in a single simul-
taneous measurement, (2) very high spatial resolution (~50
u,m), (3) a short-duration experiment coupled with the ability
to use a wide variety of stimuli (Ts'o et al., 1990), and (4) a
methodology that is noninvasive to the brain, enabling re-
peated measurements using chronic preparations (Masino et
al., 1993, 1994). This methodology, namely, optical imaging
through a thinned skull, provides identical results when com-
pared to imaging an exposed cortical surface (Masino et al.,
1993). Electrophysiological mapping of auditory cortex is
slow (minimum 6-18 hr; Sally and Kelly, 1988; Redies et al.,
1989) and difficult to repeat in small mammals, but offers
excellent temporal resolution. Similarly, optical imaging based
on voltage-sensitive dyes (Orbach et al., 1985; Taniguchi and
Nasu, 1993; Uno et al., 1993) offers better temporal resolution
than intrinsic signal imaging, but requires the application of
dyes directly to the cortex, making repeated noninvasive mea-
surements difficult.

Instrumental to its acceptance for use in studying other
sensory cortices, an initial step was the demonstration that
optical imaging could reveal the known functional organiza-
tion of the sensory cortex under investigation (visual: Ts'o et
al., 1990; Bartfeld and Grinvald, 1992; Bonhoeffer and Grin-
vald, 1993; somatosensory: Masino et al., 1993). Here we re-
port the first successful intrinsic signal optical imaging of au-
ditory cortex satisfying that standard.

A preliminary report of some of these data appeared in
abstract form (Bakin et al., 1993).

Materials and Methods
The major features of the experimental protocol are summarized in
Figure 1. Anesthetized subjects, prepared for acute experimentation,
underwent several optical imaging sessions within a period of 0.5-3
hr to determine the functional organization of the auditory cortex
(Fig. L4). Immediately following the last optical imaging session, the
same cortical area was mapped electrophysiologically (Fig. IE).
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Figure 1. Experiment protocol and technical highlights. A Top, Optical imaging technical
highlights. Following surgical preparation, subjects underwent several sessions of in-
trinsic signal optical imaging. A computer captured data from a CCD camera positioned
perpendicular to the left auditory cortex, which was illuminated with a 630 nm light
source. Bottom, Optical imaging timing diagram. Several stimulus conditions were ran-
domly presented during a single imaging session (indicated by sine waves of different
frequency). Note that the intertrial interval is not drawn to scale in order to conserve
figure space. Actual intertrial interval was 14.5 sec. Optical data (reflected light) were
collected prior to, during, and after acoustic stimulation. B, Electrophysiological mapping
technical highlights. Repeated layer 3/4 multiple-unit recordings were made using an
insulated tungsten microelectrode inserted normal to the cortical surface. The neural
signal was amplified, filtered, and amplitude discriminated. Spike latencies were stored
on computer for off-line analysis of peristimulus histograms. See Materials and Methods
for further details.

Subjects and Surgical Preparation
Adult male Sprague Dawley rats (290-525 gm, 3-4 months old, n =
18; Charles River Breeding Laboratories, Wilmington, DE) were anes-
thetized and maintained in an areflexive state by sodium pentobar-
bital (initial anesthetic dose, 50 mg/kg, i.p.; subsequent continuous
i.p. infusion, 0.1-0.4 ml/hr; syringe pump A99, Razel Scientific, Stan-
ford, CT). Heart rate and temperature were continuously monitored
(78354A, Hewlett Packard, Palo Alto, CA). In addition tail pinch and
eyeblink reflexes -were assessed and additional supplements of sodi-
um pentobarbital administered as needed to ensure a satisfactory
areflexive state.

Adult male Hartley guinea pigs (389-808 gm, 1.5-3.5 months old,
n = 6; Hilltop Farms, Scottdale, PA) were premedicated with atropine
sulfate (0.02 mg/kg, i.p.) and anesthetized with diazepam (8 mgAg,
i.p.) and sodium pentobarbital (20 mg/kg, i.p.). Additional sodium

pentobarbital injections (5-10 mg/kg, i.p.) maintained surgical levels
of anesthesia. Heart rate and temperature were continuously moni-
tored as were responses to foot pinch and eyeblink.

Following attainment of surgical levels of anesthesia, subjects
were prepared for acute surgery. The subject's temperature was mon-
itored, and maintained via an adjustable heating pad. Subjects were
mounted in a stereotaxic instrument using blunt ear bars. An acrylic
pedestal was affixed to the surface of the skull and was anchored by
several stainless steel screws, including one diat would serve as a
reference electrode during the electrophysiological portion of the
experiment. Fixation of the subject to the stereotaxic frame via this
pedestal eliminated the need for ear bars, enabling direct unobstruct-
ed access to the external auditory meatus. The tissue overlying the
left auditory cortex was resected, and the exposed skull surface over-
lying the auditory cortex was thinned using a miniature drill bit (HP-
3, SS White, Lakewood, NJ; postmortem measurements revealed the
thinned skull surface to be between 100 and 200 u.m thick). A well
of petroleum jelly constructed around the border of the thinned skull
was filled with porydimethylsiloxane silicon oil (DS Fluid, 50 cS vis-
cosity, Accumetric Inc., Elizabeth town, KY) and sealed with a cover
glass.

Auditory Stimulation Equipment
Auditory stimuli consisted of pure sine wave tone pips generated by
passing the output of an oscillator (182A, Wavetek, San Diego, CA)
through an audio gate (S84-04, Coulbourn Instruments, Lehigh Valley,
PA) and attenuator (S85-O8, Coulbourn Instruments). In all experi-
ments, a calibrated speaker (Realistic, Ft. Worth, TX) was coupled to
the contralateral external auditory meatus via a short (16 mm) plastic
tube. The ipsilateral ear canal was plugged with Plasticine. A com-
puter-controlled circuit could produce any frequency from 0.1 to
40.0 kHz at 0-80 dB (reference, 20 u.N/m2; condenser microphone
4134 and sound level preamplifier 2204, Bruel & Kjaer, Marlborough,
MA; wave analyzer 3581, Hewlett Packard). Stimulus intensity levels
used during imaging were between 25 and 80 dB; intensities less
than 20 dB were not used because ambient noise levels were near
25-30 dB.

Optical Imaging of Auditory Cortex
The optical imaging data collection system has been described pre-
viously (Ts'o et al., 1990; Masino et al., 1993). A slow-scan charge-
coupled device camera (Photometries, Tucson, AZ) matched to a 50
mm AF Nikkor lens/extender combination (Nikon 1:1.8, Nikon PK-
13) positioned perpendicular to the cortical surface collected data
over a 6.7 X 4.9 mm area (192 X 144 pixels). Often, the major
surface vasculature is visible through a thinned skull. After position-
ing the camera over the left auditory cortex, an image of these large
vessels was obtained for later reference during image analysis and
electrophysiology. The camera was focused 300 n.m below the cor-
tical surface to minimize contribution to the data from the surface
vasculature (Grinvald et al., 1986; Ts'o et al., 1990). The cortical sur-
face was illuminated throughout the duration of the experiment by
630 nm light delivered via two fiberoptic light guides (light source:
power supply ATE 15-15M, Kepco, Flushing, NY; 30 nm bandpass, 630
nm filter, Omega Optical, Brattleboro, VT). The entire apparatus was
supported by a vibration-resistant table (Research Series Plus, New-
port Instruments, Irvine, CA).

Data Collection
Auditory cortex responses to two or four different frequency/inten-
sity combinations were determined during each session. Such com-
binations were presented randomly until 20-40 trials of each were
accumulated. One trial consisted of four to eight tone pips (50 msec
duration, 250 or 500 msec intertone interval, 10 msec rise/fall time)
at the particular frequency/intensity combinations being tested (Fig.
L4). During each trial, optical data were collected for a total of 4.5
sec (incorporating nine consecutive frames of 500 msec duration
each) and stored on computer (MicroVax ID", Digital Equipment Cor-
poration, Maynard, MA). Auditory stimulation began at onset of the
third frame and ended at onset of the sixth frame. Intertrial interval
was 14.5 sec. Subjects underwent several imaging sessions prior to
electrophysiological mapping.

Data Analysis
The images described in this manuscript are based on a permutation
of the "single condition division" as introduced by Masino et al.
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(1993). Traditionally, single-condition division is based on dividing the
conditions containing the data of the activated cortex by interlaced
conditions that contain data obtained when the cortex was not ac-
tivated (e.g., for visual cortex, conditions containing data obtained
when an animal viewed a screen with moving gratings were divided
by conditions containing data obtained when an animal viewed a
blank screen; Ts'o et al., 1990). In addition to this division, termed
"genuine blank" by Bartfeld and Grinvald (1992), these researchers
introduced the "cocktail blank" single-condition division, where each
stimulus was divided by the combined data evoked by all of the
stimulations. Each type of single division has its own advantages as
discussed by Bonhoeffer and Grinvald (1993). In our permutation of
single-condition division (hereby denoted the "stimulus-related
blank"), frames containing stimulus-evoked data are divided by
frames obtained without stimulation within the same condition
(Masino et al., 1993) and not by another separate blank condition, as
was the case for the genuine blank division. Although theoretically
both genuine blank and stimulus-related blank analyses should pro-
duce identical results, using the stimulus-related blank for the single-
condition analysis performed on the auditory data produced superior
results when compared to the genuine blank condition division. The
reasons for this difference are probably related to blood vessel arti-
facts and require further research.

An alternative to a single-condition division analysis is the differ-
ential map analysis, in which cortical activity evoked by one stimulus
is divided by activity evoked by a different stimulus (Blasedel and
Salama, 1986; Blasedel 1992a,b). Each approach has unique advantag-
es. Single-condition maps require minimal assumptions about the un-
derlying functional architecture since this map provides the location
of activity evoked by one stimulus (Bonhoeffer and Grinvald, 1993).
Differential map analysis highlights areas that respond preferentially
to one stimulus over another, but fails to reveal cortical areas that
respond equally well to both stimuli ("common-mode" activation). In
this article we will mainly apply single-condition analysis.

Electrophysiological Mapping of the Auditory Cortex
Following completion of the last imaging session, the subject was
prepared for electrophysiological mapping (Fig. IB). The well was
removed and die surface of the skull dried. A larger area of skull,
including the thinned window, was removed. The dura was kept
moist with warm saline while being resected. After removal of the
dura, an image of the cortical vasculature was taken to aid in elec-
trode placement and later confirmation of the optical images. A well
of petroleum jelly surrounding the exposed cortical surface was filled
with warm polydimethylsiloxane silicon oil. In an effort to reduce
cortical pulsations after the removal of the skull overlying auditory
cortex, a cisterna magna puncture was routinely performed.

Multiple-unit and single-unit recordings from the middle cortical
layers (rat, 300-600 u.m; guinea pig, 400-1000 p.m) were made using
Parylene-C-insulated tungsten microelectrodes (tip impedance, 1.0-
1.5 Mft; Microprobe, Inc., Clarksburg, MD). Neural activity was am-
plified (DAM-80, World Precision Instruments, Sarasota, FL) and fil-
tered (bandpass, 500-3000 Hz; KH-3550, Khron-Hite, Cambridge, MA).
Neural spikes were amplitude discriminated (Frederick Haer, Ann Ar-
bor, MI) and the latencies recorded on computer (Apple lie with
software written in house).

Every cortical locus with satisfactory neural activity (spike signal:
noise a 2:1) was characterized with the identical frequency/intensity
combination used during the optical imaging session (50 msec tone
duration, 10 msec rise/fall time, 20 repetitions). In addition, in some
experiments, an isointensity series of tones (50 msec tone duration,
10 msec rise/fall time, 1 sec intertone interval, 20 repetitions at 1 sec
intersequence interval) consisting of those frequencies used during
the optical imaging session, as well as additional frequencies, was
presented in order to determine the loci's best frequency (the fre-
quency that evokes the greatest discharge spike rate). Either ap-
proach enabled an answer to whether or not a cortical locus re-
sponded to any of the frequencies used during optical imaging. A
locus was denoted as having a positive response to a frequency when
the tone-evoked neural discharge rate was at least twice the pretone
(background) discharge rate (Bakin and Weinberger, 1990).

At the conclusion of the electrophysiological mapping session,
the subjects were euthanized with an overdose of sodium pentobar-
bital (100 mg/kg, i.p.).

Signal Development
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Figure 2. Intrinsic signal development Intrinsic signal magnitude increases within the
first 500 msec frame containing acoustic stimulation (black bars, auditory stimuli; in this
case, the auditory stimulus was 25.0 kHz at 70 dB). By convention intrinsic signals are
shown as up-going, though cortical activation actually causes a decrease in light re-
flectance.

Results

Optical Imaging of Auditory Cortex through the
Thinned Skull

Intrinsic Signal Characteristics
The temporal development of a typical intrinsic signal is il-
lustrated in Figure 2. An increase in intrinsic signal magnitude
(measured as a fractional change in light reflectance) was ob-
served during the first frame of optical data obtained during
auditory stimulation (black bars = tone pips). Signal magni-
tudes following acoustic stimulation ranged from 1 X 10~4 to
2 X 1O~3 (mean peak magnitude = 6.5 X 10'4 ± 0.73 X 10"4).
The mean latency to peak was 2.6 ± 0.575 sec.

Spatial Organization of Auditory Cortex Intrinsic Signals
Imaging of intrinsic signals over a large spatial area results in
a dark patch revealing the area of frequency-evoked cortical
activation (Fig. 3). As can be seen in Figure M, a well-localized
large area of activation (dark patch) was evoked by a 26.0
kHz, 50 dB auditory stimulus. A picture of the cortical area
imaged reveals the largest dura and surface vasculature visible
through the thinned skull window (Tig. 3B). In this case, the
window was approximately 100 u,m thick. In other experi-
ments, we were able to obtain images of auditory activity
through thicker skull sections that prevented visualization of
dural and surface vasculature through the thinned window.

A three-dimensional plot of the frequency-evoked cortical
representation reveals that activity levels are not uniform
across the dark patch (Fig. 4). Instead, there are many local
"peaks" and "valleys" (i.e., areas of high activation intermixed
with areas of low or no activation) of activity building to a
maximum. These local peaks and valleys were consistent for
a given frequency. Consecutive determinations of this respon-
sive area in this subject revealed that the peaks were centered
on the same pixels. In addition, increasing stimulus intensity
by 10 dB and 20 dB produced similar areas of activation:
though the magnitude of the peaks differed, they were still
centered over the same pixels.
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Figure 3. Imaging rat auditory cortex through a thinned skull. A An active area pro-
duced by a 26.0 kHz, 50 dB auditory stimulus. B, The area of cortex that was imaged
in A Note that in this case, the largest dural and surface vasculature is visible through
the approximately 100 p.m thick skull window.

Patchiness in the magnitude of response over the spatial
extent of the responsive area was observed in each case in-
vestigated. Since blood vessel artifacts may appear as peaks
in a three-dimensional image, we correlated the optical loca-
tion of peaks with blood vessel artifacts. The analysis of the
location of these local peaks revealed that many of them were
not located on the underlying cortical vasculature, and there-
fore reflected neuronal activity (mean percentage of non-
blood vessel peaks in an image = 60.9 ± 6.0%, n = 131 peaks
in 13 cases studied).

Tonotopic Organization of Auditory Cortex
Successful intrinsic signal imaging revealing evoked acoustic
activity enabled investigation of whether or not it was pos-
sible to detect evidence of tonotopic organization. In this sec-
tion we describe the tonotopic organization of rat and guinea
pig auditory cortex to suprathreshold stimuli. In a later sec-

tion we explicitly address the large sizes of the activated cor-
tical areas elicited by acoustic stimulation.

Rat
The rat auditory cortex contains a single tonotopically orga-
nized field with a rostral-to-caudal progression of high to low
frequencies (Fig. 5A\ Sally and Kelly, 1988). Figure 6 illustrates
two points: (1) optical imaging can reveal the tonotopic or-
ganization of the rat auditory cortex, and (2) there is a close
correspondence between the optical determination and the
electrophysiological determination of areas activated by a par-
ticular frequency/intensity combination. In this case, two fre-
quencies (30.0 kHz and 6.5 kHz) were randomly presented
during the imaging session. The images are of the identical
surface area of auditory cortex and are aligned. The 30.0 kHz
stimulus evoked activity over a large area in the rostral por-
tion of the cortex imaged (Fig. 6A). In agreement with the
known organization of rat auditory cortex, the 6.5 kHz stim-
ulus evoked activity in a large region more caudal to the 30
kHz patch (Fig. 6B).

Subsequent to imaging, the same cortical area was mapped
electrophysiologically at 107 loci. The symbols overlying the
images in Figure 6 illustrate the high degree of agreement
between the spatial localization of auditory cortex evoked
activity from the two different methodologies. Crosses indi-
cate loci with electrophysiologically measured responses to
the frequency used to generate the optical image. Circles are
sites that responded to both frequencies (30.0 and 6.5 kHz).
Open squares are nonresponsive loci. Note the correspon-
dence between the area of activation and the responsive loci
(crosses and circles), illustrating the close agreement between
the optically determined active areas and electrophysiolog-
ically determined loci responsive to the same frequency. This
is true for both 30.0 kHz and 6.5 kHz (Fig. 6A,B, respectively).
Also, note the close alignment of the loci with responses to
both frequencies (circles) within the overlap region of the
evoked areas measured optically.

Samples of electrophysiological responses obtained from
three cortical loci investigated in this experiment are pre-
sented in Figure 7. Here, the responses of cells to both 6.5
and 30.0 kHz stimuli are depicted. The cells were recorded
in three areas with distinct optical responses: an area that
responds strongest to 6.5 kHz area, an area that responds
strongest to 30.0 kHz area, and an area that responds well to
both. Cells recorded at loci located within the area preferring
6.5 kHz area (Fig. 7, top) were responsive to 6.5 kHz but not
to 30.0 kHz; that is, their electrophysiological responses
matched their intrinsic signal optical imaging responses. Sim-
ilarly, cells recorded from loci within the area preferring 30.0
kHz as measured optically (Fig. 7, bottom) were responsive
to 30.0 kHz but not to 6.5 kHz. In contrast, cells that respond-
ed electrophysiologically to both frequencies were primarily
located within areas that optical measurements revealed re-
sponses to both frequencies.

By dividing the data obtained by activation of the auditory
cortex evoked by one frequency by activation evoked by an-
other frequency (differential condition analysis; see Materials
and Methods) we can highlight the areas that prefer one fre-
quency over the other and cancel out areas that were acti-
vated by both frequencies ("common-mode" activation; see
Materials and Methods). In this analysis, the cortical activity
evoked by one condition was divided by the activity evoked
by a second condition. The subject presented in Figure 8 re-
ceived 8.0 kHz and 28.0 kHz (40 dB) stimuli. This division
results in a light patch indicating cortical tissue preferentially
activated by 28.0 kHz and a dark patch indicating cortical
tissue preferentially activated by 8.0 kHz. The bordered gray
area between the two patches was not silent; rather, it re-
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